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1 Article Similarity Distribution Visualization via t-SNE
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The t-SNE projections were very insightful upon first looking at the dataset. It shows us how similar each topic grouping is by taking the similarity of the words used in each article. The disparate usage of words by article topic demonstrates that each topic has some functional classification. There is also sense in how some articles are outliers in an area of a different article topic because overlap is natural.



2 Word Cloud by Each Article Topic
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3 Phrase Cloud for Each Article Topic
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The first page of word clouds represents a diagram of the most used words by topic, such that more highly used words are larger. At this time, I can see the biggest U.K. players in tech are Apple, Microsoft, and Sony. It is also insightful that government is a common word in both business and politics.
Likewise, the second page of word clouds represents a diagram of the most used phrases by topic. In the sports topic, you can see the most popular teams and cups being mentioned while the entertainment topic section highlights the most mentioned media of the year.
Each topic’s specific distribution of words reaffirms the disparate nature of the t-SNE distribution we found based on text similarity. By applying these common key words, creating a machine learning algorithm to evaluate a sample text’s topic would be more robust. 
The large white space in the topic of tech also goes to show the uniqueness of the average word while politics and business looks like a wall of large text because it is more likely to be repetitive. While tech articles are more innovative and progressive, one could see politics articles having a greater tendency of discussing the same subjects, such as Prime Minister Tony Blair and the government election.
In a future project, it would be simple to expand on this word cloud graph and colorize each word based on the level of positivity or negativity of the context it is used to gather insight into the term’s connotation. For instance, is the average sentiment when Tony Blair’s name is mentioned more positive or negative?
Overall, word clouds are compelling because they provide a bird’s eye view of the text by removing the details, which can often blur a text’s true meaning.



4 Overall Article Polarity and Subjectivity
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Polarity by Topic

Rikesh Patel
Each article’s words were analyzed for their polarity and subjectivity, or in other words, their positivity and bias. In this case, most BBC articles are more positive than negative and are moderately opinionated. In the last graph, one can see that sports and entertainment articles tend to be more positive on average.
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For the most mentioned G20 countries, the United Kingdom and the United States are at the top as expected. Below this table, you can see a sample of the table that was created to make the graph above in getting matches for each country’s tallies.
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The treemap is a robust tool for visualization when used correctly. Here, the size of any box corresponds to the times mentioned while the color corresponds to the average polarity (1st graph) and average subjectivity (2nd graph) of those articles. For instance, entertainment articles that mention England are more positive (as shown in the first graph), and overall, articles that mention England are more biased (as shown in the second graph).
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The next graphs outline the results of an LDA model on the dataset. In the instance of separating out 5 topics, the LDA model assigns a topic group to each article through machine learning until all articles are assigned. In this visualization, you can see the most used words in each artificial topic. The model coherence score is important to maximize, so the topics created in assignment have meaning, so it is equally important to choose the correct number of topics for the LDA model to create to be meaningful.












	Article Similarity Distribution Visualization via t-SNE
	Word Cloud by Each Article Topic
	Phrase Cloud for Each Article Topic
	Overall Article Polarity and Subjectivity
	Distribution of T14 Countries Mentioned in Articles
	Treemap Distribution of T14 Countries Mentioned Counts by Topic and Subjectivity
	Topic Modeling (through LDA Model)

